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Abstract

Background: Regulation of gene expression is of paramount importance in all living systems. In the past two
decades, it has been discovered that certain motifs, such as the feedforward motif, are overrepresented in gene
regulatory circuits. Feedforward loops are also ubiquitous in process control engineering, and are nearly always
structured so that one branch has the opposite effect of the other, which is a structure known as an “incoherent”
feedforward loop in biology. In engineered systems, feedforward control loops are subject to several engineering
constraints, including that (1) they are finely-tuned so that the system returns to the original steady state after a
disturbance occurs (perfect adaptation), (2) they are typically only implemented in the combination with negative
feedback, and (3) they can greatly improve the stability and dynamical characteristics of the conjoined negative
feedback loop. On the other hand, in biology, incoherent feedforward loops can serve many purposes, one of
which may be perfect adaptation. It is an open question as to whether those that achieve perfect adaptation are
subject to the above engineering principles.

Results: We analyzed an incoherent feedforward gene regulatory motif from the standpoint of the above engineering
principles. In particular, we showed that an incoherent feedforward loop Type 1 (I1-FFL), from within a gene regulatory
circuit, can be finely-tuned for perfect adaptation after a stimulus, and that the robustness of this behavior is increased
by the presence of moderate negative feedback. In addition, we analyzed the advantages of adding a feedforward
loop to a system that already operated under negative feedback, and found that the dynamical properties of the
combined feedforward/feedback system were superior.

Conclusions: Our analysis shows that many of the engineering principles used in engineering design of feedforward
control are also applicable to feedforward loops in biological systems. We speculate that principles found in other
domains of engineering may also be applicable to analogous structures in biology.
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Background
Biological processes at the cell and tissue level are often
controlled by complex networks of many interacting parts,
such as neuronal networks, enzymatic networks, and gene
regulatory networks, which themselves are composed of a
number of overrepresented sets of interactions called
“motifs” [1–3]. In gene regulation, the feedforward loop
(FFL) – which consists of an input gene (X) that regulates
an intermediate gene (Y), while both X and Y regulate an

output gene (Z) – is one such overrepresented motif [1,
3–6]. One flavor of FFL, called an incoherent FFL (IFFL),
occurs when the direct regulation of Z by X is in oppos-
ition to indirect regulation of Z by X through Y (see, for
example, Fig. 1a). The IFFL has been widely studied, and
it has been discovered to have a diverse array of roles,
such as a mechanism to generate pulses, accelerate
responses, detect fold changes, buffer noise, or achieve
perfect adaptation [7–17]. While in this paper, we focus
on IFFLs that can generate near-perfectly adapting pulses,
we also briefly discuss some of the other relevant pheno-
types listed above.
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In biological IFFLs that act as a pulse generators, the
concentration of Z has a strong, transient response to a
change in the input, which is then dampened to a new
steady state through the delayed action of Y. This strong,
transient peak can be seen as a performance objective;
that is, the input is a signal that the cell is designed to
respond to, albeit transiently. If the new steady state
concentration of Z is the same as before the change in
input, the IFFL has achieved perfect adaptation (PA) [12,
13, 16, 18]. Previous studies have noted the IFFL motif
can achieve PA in a wide range of model parameter
values [12, 16, 19]. However, these models rely on
extreme values of the model parameters – to ensure sat-
uration of some responses and linear behavior of others
– which may result in an array of biologically unaccept-
able phenotypes.
In contrast, in process control engineering, X is

considered a “disturbance” that upsets the system,
and the main goal of process control is to ensure Z
is maintained at set point in the face of typical distur-
bances [20]. In particular, feedforward control loops,
which use the IFFL structure, are designed to com-
pletely reject the effects of X on Z, during both the
steady state and the transient. However, feedforward
(FF) control alone can easily deviate from its objec-
tives if model parameters are inaccurate. Combining
it with feedback (FB) control (FF/FB circuit) can alle-
viate this problem. On the other hand, FB control
alone is beset with dynamical instabilities and

difficulty in achieving PA; a combined FF/FB system
can achieve PA while improving stability.
Given these principles derived from process control in

engineering disciplines, we asked whether the same en-
gineering principles apply in biological systems [20–22].
First, we analyzed a previously reported IFFL gene net-
work motif (Fig. 1a, b) [12]. We showed that near-
perfect adaptation can be achieved under finely-tuned
conditions and is highly sensitive to exact parameter
values. As described above, the next step would be to
investigate whether the addition of negative feedback
may increase the range of acceptable parameter values
of near-perfect adaptation. However, negative feedback
loops have not been widely reported in transcriptional
networks [4, 5]. Therefore, we analyzed the available
data of transcriptional regulatory interactions in E. coli
and identified a sizable number of transcriptional nega-
tive feedback loops, including one embedded within an
I1-FFL. Once we established the prevalence of transcrip-
tional negative feedback, we used the model to show
that the addition of negative feedback improves the ro-
bustness of the near-perfect adaptation response. Finally,
we showed that the combined feedforward/feedback
(FF/FB) structure is also superior in terms of stability
and achieves adequate compromise on peak response.
We speculate that future studies aimed at discerning
whether engineering principles of human-designed sys-
tems are found in analogous biological systems will be
highly valuable.
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Fig. 1 Incoherent feed-forward loops in biology and engineering. a In biology, a Type 1 incoherent feedforward loop (I1-FFL) is characterized as
an input, X, which activates both an intermediate (Y) and the ultimate output (Z), while Y represses or inhibits Z. b Illustration an I1-FFL gene regulatory
motif. Input X binds to the regulatory regions of both Y and Z with affinity K1, and Y binds to the regulatory region of Z with affinity K2. X and Y may bind
the regulatory region of Z cooperatively with a multiplicative factor C. c Illustration of feedforward control in chemical engineering. The goal of process
control is to minimize the response to a disturbance. Well-tuned feedforward control will result in only minimal change to the output upon a disturbance.
d Illustration of the dynamics of an I1-FFL (modeled as described in B) in biology. Here, the goal is not to be completely insensitive to the input, X, but is
often to have a sharp response (P large), followed by adaptation (f small)
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Methods
Derivation and scaling of the model of transcriptional
regulation
The model equations are modified from [12], in which
the input, X, activates both Y and Z, while Y represses Z.
As a convention throughout this work, the capital letter
denotes the identity of the species, and the lowercase let-
ter denotes the concentration of the species.

dŷ
dt

¼ βy f y
x̂ t−θy
� �

K̂1

� �
−αyŷ

dẑ
dt

¼ βz f z
x̂ t−θzð Þ
K̂1

;
ŷ t−θzð Þ
K̂2

� �
−αzẑ

Where ŝ is the variable that denotes the concentration
of species S, βs and αs are parameters that dictate the
rates of production and first-order degradation of spe-
cies S, and:

f y að Þ ¼ a
1þ a

; f z a; bð Þ ¼ a
1þ aþ bþ ab=C

; ð1Þ

To rescale the equations, we let x ≡ x̂=x0, y ≡ ŷ=y, and z̄
≡ ẑ=z, where x0 is the initial value of x̂, y ¼ βy=αy , and z

¼ βz=αz. This results in the following scaled equations:

τy
dy
dt

¼ f y
x t−θy
� �

K1

� �
−y; ð2Þ

τz
dz
dt

¼ f z
x t−θzð Þ
K1

;
y t−θzð Þ
K2

� �
−z; ð3Þ

Where K1 ¼ K̂1=x0, K2 ¼ K̂ 2=y, τy = 1/αy, and τz = 1/αz.
In all analysis in this paper, we set x(t < 0) ≡ x0 = 1, and

we assume that the other two variables are at steady
state: y(t < 0) = y0, z(t < 0) = z0. We assume they are at
steady state regardless of the stability of that steady state.
At time t = 0, x experiences a shift from x = x0 = 1 to x =
x1 (usually equal to 10), which induces a change in both
y and z (see Fig. 1). The steady states of y, z for x = x1
are defined as y1, z1, respectively.

Design rule for perfect adaptation (PA)
To derive the design rule for PA, we analyze the system
under the constraint that z1 = z0. At x = x0:

y0 ¼
x0=K1

1þ x0=K1
; z0 ¼ x0=K1

1þ x0=K1 þ y0=K2 þ x0y0=K12

Now at x = x1:

y1 ¼
x1=K1

1þ x1=K1
; z1 ¼ x1=K1

1þ x1=K1 þ y1=K2 þ x1y1=K12

Equating 1/z1 to 1/z0:

1þ x1=K 1 þ y1=K 2 þ x1y1=K 12

x1=K 1

¼ 1þ x0=K1 þ y0=K2 þ x0y0=K12

x0=K1

Isolating the terms with K12 onto the LHS:

K1

K12
y1−y0ð Þ ¼ 1þ K 1

x0
þ K1y0
K 2x0

� �
− 1þ K1

x1
þ K1y1
K2x1

� �
;

ð4Þ
OR:

KPA
12 ¼ y1−y0

1
x0

1þ y0
K2

� �
−
1
x1

1þ y1
K2

� � ; ð5Þ

CPA is defined as KPA
12 =ðK1K2Þ.

Negative feedback
To add negative feedback, let there be W such that Z ac-
tivates W, but W represses Z. The equation for the con-
centration of W, ŵ, is:

dŵ
dt

¼ βw f w
ẑ t−θwð Þ

K̂ 4

� �
−αwŵ

Where

f w að Þ ¼ a
1þ a

; ð6Þ

Rescaling W in a similar manner to Y and Z, we arrive
at:

τw
dw
dt

¼ f w
z t−θwð Þ

K 4

� �
−w; ð7Þ

With the addition of W, the form of the equation for z
stays the same, but with an updated expression for fz:

f z
x
K 1

;
y
K 2

;
w
K 3

� �
¼

x
K 1

1þ x
K 1

þ y
K 2

þ xy
CK 1K 2ð Þ þ

w
K 3

þ xw
K1K 3ð Þ þ

yw
K2K 3ð Þ þ

xyw
CK 1K 2K 3ð Þ

;

ð8Þ
For simplicity, we have assumed the only cooperativity

is between X and Y. Cooperativity between other com-
ponents was analyzed in Additional file 1. It can be
shown that the PA constraint for the FF/FB system re-
duces to the same constraint on K12, given K1, K2, x1.

Analysis of the RegulonDB data set
Two flat files from the RegulonDB database that contain
(1) the names of TF complexes and the genes they regu-
late and (2) the names of TF complexes and the genes
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that encode the constituents of those complexes were
used to create a matrix of interactions among the TF
complexes. The rows denoted the regulators, and the
columns the regulatees. Each element of the matrix was
either a zero (for no regulation), a “+ 1” (for positive
regulation), a “-1” (for negative regulation), a “2” (for
mixed, or dual regulation), or a “3” (for regulation of un-
known sign). The matrix was searched for pairs of off-
diagonal elements such that both element M(i, j) ≠ 0 and
element M(j, i) ≠ 0 (see Additional file 2). Seventeen such
pairs were found (see Additional file 2). Of these, nine
were definitively negative feedback (one element was −
1, the other was + 1) and three were mixed, in which at
least one element was a 2. Of these 12, one pair was
such that the positive regulator was also the end node of
two I1-FFLs (see Additional file 1 and Additional file 2).

Results and discussion
A model of incoherent feedforward transcriptional
regulation
There are four varieties of incoherent feedforward (FF)
control in a three-node system [5, 23]. In this paper, we
study the incoherent feedforward loop Type 1 (I1-FFL)
motif, in which the input signal (X) activates both the
intermediate (Y) and the ultimate output (Z), while Y re-
presses Z (Fig. 1a) [12]. Our model is one of transcrip-
tional regulation, so that X represents an input
transcription factor, which can bind to the cis-regulatory
regions of Y and Z, with affinity K1 (Fig. 1b). This results
in the transcription and translation of Y (double arrows
in Fig. 1b), which is also a transcription factor that binds
to the regulatory region of Z with affinity K2. In our
model, the binding of X and Y is cooperative (dashed
line in Fig. 1b), so that their synergistic binding is de-
scribed by K12 =CK1K2. Cooperative binding may also
take place between other components; however, coop-
erativity other than that between X and Y is not required
(see Additional file 1 for analysis of cooperativity).
Therefore, we retain only the one necessary cooperative
term to test our hypotheses, and thus our main analysis
assumes all other binding interactions are non-
cooperative.
In process control engineering, X is seen as a disturb-

ance to the system; the goal of standard FF control
(which uses an IFFL motif ) is to reject the effect that X
has on Z. If the FF controller is tuned properly, the out-
put variable is maintained at or near its desired value
(e.g., within 5%), both in the transient and in the ultim-
ate output (Fig. 1c). In contrast, in biological systems, X
is seen as an input signal, and the I1-FFL motif is often
designed so that the levels of Z exhibit a transient re-
sponse, then return (close to) their original value (Fig.
1d). Thus, the peak height and the difference between

initial and final levels of Z represent performance met-
rics (Fig. 1d).
Here we model the I1-FFL as a system of delay differ-

ential equations, which are an extension of the model
from [12] (Eqs. 1–3 in Methods). Note that X activates
both Y and Z, with binding affinity K1, while Y represses
Z (even if X is also bound) with binding affinity K2. The
final term in the denominator of fz is the cooperativity
term (xy/K12 = xy/(CK1K2)). See Methods for more de-
tails on model derivation.
In this paper, we hold x = x0 = 1 for t < 0, which results

in an initial steady state of y0 and z0. At time t = 0, x ex-
periences a step increase: x(t ≥ 0) = x1 > 1, which results
in an initial increase in both y and z. However, after
some initial transient, the increase in y also begins to re-
press z. For most values of the parameters, this results in
a peak value of z (zpeak), followed by an adaptation back
to a new steady state value, z1 (Fig. 1d). Here, we have
normalized the peak level and the adaptation metric as
P ≡ (zpeak − z0)/z0 and f = (z1 − z0)/z0, respectively (see Fig.
1d). For the rest of the paper, we will take τy = τz = 1, and
θy = θz = 0.5.

The type I incoherent feedforward loop can be tuned for
perfect adaptation
Previous analysis of the above model (Eqs. 1–3) showed
that I1-FFL transcriptional regulation can, under the
right conditions, act as a fold-change detector (FCD)
[12]. One of the necessary conditions for a model to act
as a FCD is near-perfect adaptation (NPA), which occurs
when the final state, z1, is within a few percent of the
initial state, z0 (e.g., |f| ≤ ε = 0.05). Whereas previous
work analyzed the model (Eqs. 1–3) from the standpoint
of FCD, the model (and I1-FFLs generally) can produce
several other phenotypes, including the less restrictive
phenotypes of adaptation and pulse generation.
Our model analysis shows that it is possible to tune

the FFL such that perfect adaptation (PA) is achieved. In
other words, z1 = z0 (blue curve in Fig. 2a, b). This con-
dition obtains when, for given K1, K2, the value of C is
equal to CPA, which is given by Eq. 5 (see Methods). If
the value of C deviates slightly from CPA, PA is lost, but
NPA may be maintained. Here we define CNPA+ and
CNPA− as the values of C in which f = + ε and –ε, re-
spectively (red and gold curves in Fig. 2a, b). For most
of this work, we have set ε = 0.05; however, our results
are not materially affected by the precise value of ε (see
Additional file 1).
For x1 = 10, a heatmap of CPA values, as a function of

K1, K2, is depicted in Fig. 2c. Note that cooperativity is
required to achieve PA: CPA < 1, although it approaches
1 for K1, K2≪ 1 (see Additional file 1 and Fig. 2c). As C
represents a fold-change cooperativity parameter, values
of C < 1 represent positive synergy: when X is bound to
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the regulatory region of Z, it enhances the ability of Y to
bind, and vice versa. A lower bound for reported values
of C in other systems is on the order of 0.01 [24–28].
Therefore, as models of biological processes must be
constrained to biologically realistic phenotypes, it is un-
likely that PA can be achieved in the upper right region
of parameter space (Fig. 2c).

Moderate values of parameter space correspond to
biologically realistic phenotypes
Given the rough lower bound on C, it is reasonable to
ask what other constraints can be put on the model. We
impose two additional biologically realistic constraints

on the model. First, the relative peak size, P = (zpeak −
z0)/z0, should be greater than 0.1 to ensure a quality sig-
naling response. A heatmap of P as a function of K1, K2

is depicted in Fig. 2d. The P = 0.1 contour resides at
roughly K1 = 0.25; this implies that, if X binds the regula-
tory region of Z too tightly, a 10-fold increase in x (from
1 to 10) does not produce a strong peak, as the Z pro-
moter is already saturated, even at low values of x.
Second, the absolute peak in z must be greater than 0.01

(Fig. 2e). As our model is scaled such that the maximum pos-
sible value of z is 1, this corresponds to 1% of the maximum
possible concentration of z, given the promoter strength
and degradation rate. We take zpeak = 0.01 to be the
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minimum value in order to achieve a biologically detect-
able signal; however, one may relax this minimum value
somewhat, which would not significantly affect our re-
sults. Taking these three constraints on CPA, P, and zpeak, a
small region of K1, K2 parameter space is deemed “bio-
logically realistic.” For context, all three contours are
plotted in Fig. 2e. Again, this region could be modified if
other values of the “biologically realistic” constraints are
chosen. It should also be noted that the biologically realis-
tic region also delimits the region of parameter space in
which the I1-FFL can act as a pulse generator or perfect
adaptor (see Additional file 1).

Sensitivity of NPA with respect to I1-FFL parameters
Robustness is an additional objective that is often
imposed on biological systems [29–34]. Therefore, we
analyzed the range of values C about CPA for which
NPA is maintained. We define ΔCFF ≡ CNPA+ − CNPA−,
and plotted a heatmap of ΔCFF/CPA in Fig. 2f (see
Additional file 1 for derivation of CNPA+ and CNPA−).
There are two regions of the K1, K2 parameter space
in which NPA is achieved regardless of the value of C
(see Additional file 1 and Fig. 2f ), neither of which
reside in the biologically realistic region of parameter
space (white dashed region in Fig. 2f ). In Region I,
the value of K1 is sufficiently low such that, even at
x0 = 1, the regulatory regions of both Y and Z are sat-
urated with X, and thus, Y and Z are relatively in-
sensitive to X (see Additional file 1). Furthermore, in
Region I, K2 is large enough that Y has little influ-
ence on Z. Thus, an increase in x does not appre-
ciably change the value of z, which means that while
z1 ≈ z0 (so that |f| < ε), there is no peak in the value
of z (see Additional file 1: Figure S1). This scenario
cannot truly be described as NPA. Indeed, the nodes
of the IFFL are decoupled in this region, so that the
biological phenotype, or function, of the IFFL is indis-
tinct from two nodes acting independently of one
another.
Region II has previously been reported as not only the

region in which NPA is easily achieved, but also where
the I1-FFL can act as a fold-change detector (Additional
file 1: Figure S2A) [12]. In this regime, in which K1≫ 1,
K2≪ 1, and K1K2 < 1, binding of X is in the linear re-
gime, and z depends on the ratio of x/y [12]. On the
other hand, the absolute response of Z is limited to
0.01% of its maximum (Additional file 1: Figure S2B).
In contrast, in the biologically realistic region of par-

ameter space, ΔCFF is limited to 13% -- 65% of CPA (Fig.
2f ). For example, for K1 = 1, K2 = 0.1, to maintain the
objective of NPA, the system can tolerate only a ∼ 30%
perturbation to CPA. In other words, the I1-FFL model is
relatively sensitive to changes to C where NPA is con-
cerned. To increase the robustness of the system, we

considered a combined feedforward/feedback (FF/FB)
system.

Transcriptional negative feedback cycles
In engineering, the sensitivity of the feedforward con-
troller algorithm with respect to model parameters can
be mitigated by the action of a negative feedback loop
(see Eqs. 6–8 in Methods). Indeed, negative feedback
has been shown to confer robustness of I1-FFL perform-
ance objectives, such as rise time and decay time, in a
simplified model of gene regulation [35]. However, in
contrast to the high frequency of transcriptional FFL
motifs, it has been previously reported that no transcrip-
tional cycles (beyond autoregulation) exist in the model
organism E. coli [4]. Further studies suggest that tran-
scriptional negative feedback is rare, possibly due to the
sluggish nature of double-transcriptional loops, while ac-
knowledging the widespread use of mixed negative feed-
back loops in which one branch is transcriptional and
the other branch is based on protein-protein interactions
[5, 36]. To investigate further, we analyzed a recently-
updated data set of E. coli transcriptional interactions,
and found 17 instances of cycles of length 2, five of
which are positive feedback, nine of which are negative
feedback, and three of which are mixed [37]. Of these
interactions, one of the negative feedback cycles was em-
bedded within multiple I1-FFL structures (see Additional
file 2).

A combined feedforward/feedback system is more robust
than one with feedforward alone
Given the prediction regarding the efficacy of a FB loop
to extend the robustness of NPA in an IFFL motif, we
investigated a combined FF/FB system. We added a
fourth node, W, which is activated by Z, and represses Z
(Fig. 3a, b). These interactions introduce multiple new
parameters to the model (see Methods), including two
affinity binding parameters (K3, K4) and a transcription/
translation delay in W (θw; see Fig. 3b).
The transient of the FF/FB system (Fig. 3c, d) behaves

similarly to the FF only system (cf. Figure 2a, b). A
strong peak is initially experienced on a step change in x
from 1 to 10, and, with the proper tuning of the FF loop,
z returns to its initial value. Furthermore, the value of C
required for PA is the same as in the FF only system,
and depends only on K1, K2 (and not K3, K4; see Add-
itional file 1). However, the presence of the negative FB
loop alters the values of C that give NPA (denoted
CFFFB

NPAþ and CFFFB
NPA− see Additional file 1 and Fig. 3c, d).

We calculated the value of ΔCFFFB ≡ CFFFB
NPAþ−C

FFFB
NPA− for

K3, K4 = 0.1 (moderate negative feedback) and varying
values of K1, K2 (see Fig. 3e). Compared to the FF only
system, the combined FF/FB system has a wider range of
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C values that admit NPA (compare Fig. 3e to 2d). The
meanings of Regions I and II remain the same, although
Region I is a bit larger in the FF/FB system (compared
to dashed black curve in Fig. 3e, which represents the FF
only Region I), while Region II remains effectively the
same size (see Additional file 1 for further discussion of
Regions I and II).
To directly compare the two systems, we plotted the ratio

ΔCFFFB/ΔCFF in Fig. 3f. For the range of biologically realistic
values, ΔCFFFB is 21% -- 54% larger than ΔCFF (ratios of 1.21
-- 1.54). (Note that the biologically realistic region shown in
Figs. 3e, f is for the FF/FB system; see Additional file 1: Fig-
ure S3.) Indeed, with the exception of a small region of K1,
K2 parameter space (near Region II), the FF/FB system is al-
ways superior to the FF only system (ratio greater than one).
Given the advantage of the FF/FB system with respect to
NPA objectives, we next investigated whether the dynamic
properties of the FF/FB system were also advantageous.
As mentioned previously, in our analysis, we

attempted to retain only the interactions that were

necessary to explain the NPA phenotype its robustness.
As such, only the interactions between X and Y included
cooperativity. We may also incorporate cooperativity
between X and W, or Y and W, which does not qualita-
tively affect our result that adding the FB module to the
I1-FFL increases the robustness of the system (Add-
itional file 1: Figure S4). Additionally, our results do not
depend on the exact choice of ε (Additional file 1: Figure
S5).

Dynamic analysis reveals the FF/FB system is superior to
the one with FB alone
Negative feedback loops are beset by multiple drawbacks
[38]. First, proportional feedback (which is the most
common mechanism that naturally occurs biological sys-
tems) always results in offset (see Fig. 4a). In other
words, after a disturbance upsets the system, the output
does not return to its original value. In order to mitigate
this, one may increase the strength of the negative feed-
back response. However, this often results in the second
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major drawback of negative feedback: dynamic instabil-
ities and/or ringing oscillations can result from strong
negative feedback, especially in systems with substantial
delays (Fig. 4b) [38]. On the other hand, if the primary
disturbance can be partially or fully rejected by a FFL,
both drawbacks may be avoided (Fig. 4a, b). To investi-
gate these principles in a gene regulation system, we
compared the behavior of a FB only model with a com-
bined FF/FB model. To illustrate dynamic instability, we
set the Hill coefficient for all DNA binding interactions
to n = 2 (see Additional file 1).
To determine the stability of both the FB only and com-

bined FF/FB systems, we calculated α, the real part of the
principal eigenvalue (see Additional file 1), for varying values

of K3, K4 (for the FF/FB system, we set K1 = 1, K2 = 0.1; Fig.
4c, d). While neither system is clearly superior to the other,
for moderate activation of W by Z (K4 ≈ 0.1 or greater),
strong negative feedback (K3 < 0.1) tends to result in an un-
stable FB-only system, while the FF/FB system is always
stable. Indeed, αFB− αFFFB > 0 for this region of moderate ac-
tivation of W (Fig. 4e). Even when both systems are stable,
αFFFB < αFB implies the FF/FB system reaches steady state fas-
ter (see, for example, Fig. 4a). However, adding a second layer
of control can often result in trade-offs, where an advantage
gained in one area results in a disadvantage in another.
Therefore, we will compare the performance of the FB only
and combined FF/FB models with regards to two other ob-
jectives: normalized peak, P, and absolute peak, zpeak.
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A combined FF/FB system achieves compromise on
multiple objectives
To compare the performance of the FF/FB system vs that of
the FB only system, we calculated the peak value of z in both
systems while varying K3, K4 from 0.01 to 1. First, we found
the normalized peak, P, of the FB only system ranged from
roughly 0.7 to 1 (Fig. 5a). On the other hand, the normalized
peak for the FF/FB system is nearly independent of K3, K4

values and is roughly 1.256 (see Additional file 1: Figure S6).
Therefore, the FF/FB system outperforms the FB only sys-
tem on this metric as well: the FF/FB system is a 30–80%
improvement over the FB only system (Fig. 5b).
One major drawback of the combined system is that,

with two repressors of the output (Y and W), the levels
of the output (with respect to its maximum possible
levels) are low. For the parameter values chosen (K1 = 1,
K2 = 0.1), zpeak remains above the lower bound of 0.01
(see Fig. 2e). However, this is significantly lower than the
value of zpeak seen in the FB only system (Fig. 5d). In all,
the combined FF/FB system is superior in its dynamics
and normalized peak value, while compromising on the
absolute peak value.

Conclusions
Engineering principles form the bedrock of good design
practices for human-built systems; the alternative is

poorly functioning systems. In the same way, the fitness
of biological systems is also somewhat dependent upon
engineering principles similar to the ones we have dis-
covered [20, 21]. And while biological systems are not
designed in the way that human-built systems are,
nevertheless, we can expect to find engineering princi-
ples in biological systems. As such, when analogies can
be drawn to human systems, these analogies can serve
as signposts for which engineering principles to expect
[20]. We have used this expectation as a guiding
principle in analysis of a I1-FFL system for gene regula-
tion. Such network motifs are commonly found in bio-
logical systems, and have been analyzed extensively [4, 7,
8, 10–15, 35]. In particular, the I1-FFL system has been
found to exhibit several design principles, including its
ability to act as a response accelerator, fold-
changedetector, or noise suppressor. In this paper, we fo-
cused on the phenotype of adaptation of a pulse generat-
ing I1-FFL.
In our analysis, we began with a previously dis-

cussed model of an I1-FFL motif [12]. We found that
the near-perfect adaptation phenotype of the I1-FFL
motif requires a finely-tuned level of cooperativity be-
tween the activator, X, and the intermediate node, Y.
In a synthetically-designed system, this level of coop-
erativity may be difficult to alter, as it may be tied to
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the crystal structure of the transcription factors (see,
for example, [39]). Another possibility would be to
tune the affinity of the transcription factors for their
DNA binding sites. This can be achieved by directed
evolution or altering the binding site sequence. Even
so, these approaches would simply alter values of the
finely tuned parameters. We argue that a superior
alternative, from our analysis of our model in light of
engineering design, is to conjoin a negative feedback
loop to the I1-FFL to increase the robustness of adap-
tation. Our results demonstrate that the combined
FF/FB system has an increased range of possible par-
ameter values that achieve near-perfect adaptation as
compared to the FF-only system. In a similar manner,
we analyzed a gene regulatory motif with proportional
negative feedback, and found its offset and dynamics
can both be improved by the presence of an I1-FFL,
which is also a phenomenon seen in engineering.
Initial transcriptional network analysis in E. coli

found no transcriptional negative feedback loops [4].
However, we now have experimental data for roughly
twice as many transcription factors [37], and our
resulting analysis revealed roughly a dozen negative
feedback cycles of length 2. Therefore, transcriptional
negative feedback is not yet a widely-studied
phenomenon, and as such, our conclusions serve as a
theory-driven prediction regarding expectations of I1-
FFLs that may achieve perfect adaptation. Further-
more, it is possible that other objectives of the I1-FFL
may also benefit from being combined with negative
feedback, either transcriptional, as studied here, or
through signaling factors or protein-protein interac-
tions. We conclude that our understanding of gene
regulatory motifs has benefitted from an engineering
analysis. We also speculate that other areas of biology
– in particular, those for which engineering principles
of analogous human structures are known – may
benefit from a similar analysis.

Additional files

Additional file 1: Supplemental procedures and supplemental figures.
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perfect adaptation, Cooperativity required for perfect adaptation becomes
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